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WCNC2025 aims to promote cross regional sharing of computing power resources,
foster technological collaboration, establish an open and inclusive global governance
systems, and develop standards for transactions, security, and efficiency in computing
power network. This event also seeks to showcase real-world applications across
industries with computing power networks. We look forward to gathering global
wisdom through the conference, jointly promoting computing power to become a
universal public infrastructure like water and electrical power supply, and making
positive contributions to building a digital community with a shared future for

mankind.
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Have Large Language Model Reached a Performance Plateau? Navigating the Next Frontier of Al Challenges
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Wen GAO is a member of Chinese Academy of Engineering, ACM Fellow and IEEE Fellow. He is the founding director
of Pengcheng Laboratory (Shenzhen, China). He is also a Boya Chair Professor at Peking University. He is currently a
deputy to the 14th National People's Congress. He used to be a member of the 10th, 11th and 12th CPPCC National
Committee, the vice president of National Natural Science Foundation of China, the chairman of China Computer
Federation and the chief editor of Chinese Journal of Computers. He earned seven State Awards in Science and
Technology Achievements as the first accomplisher. He received the IEEE Innovation in Societal Infrastructure
Award (2025), National May 1 Labor Medal (2023), Wu Wenjun Al Highest Achievement Award (2023), the Special
Prize on Scientific and Technological Progress of the Guangdong Province Science and Technology Award (2023),
the Prize for Scientific and Technological Progress of Ho Leung Ho Lee Foundation (2022), the Outstanding
Contribution Award of Guangdong Province (2021), the CCF Wang Xuan Award and the title of “2005 China’ s Top Ten
Educational Talents”.

National Computing Power Sovereignty and "China Computing Net" Project

Computing power sovereignty refers to a nation's ownership and control over the core computational resources
required for artificial intelligence. This report first introduces our efforts in advancing national Al leadership
through autonomous computing power and models as the foundation. Simultaneously, it presents the "China
Computing Net" initiative—an innovation plan currently being vigorously promoted by Pengcheng Laboratory in
collaboration with strategic scientific and technological forces—along with its latest progress, aiming to foster the
development of adomesticallyindependent Al ecosystem.

Prof. Michael Resch is the director of the High Performance Computing Center Stuttgart (HLRS). He holds a
professorship for HPC at the University of Stuttgart. His research focusses on the usage of HPC systems in
engineering applications. This includes Computational Fluid Dynamics and Artificial Intelligence. Prof. Resch holds
a Dipl.-Ing (M.Sc.) in Technical Mathematics of the Technical University of Graz, Austria and a Dr.-Ing. (PhD) in
Engineering from the University of Stuttgart, Germany. He has been an invited keynote speaker at SC’ 07 in Reno,
NV, USA and at many international conferences. Prof. Resch was awarded an honorary professorship and honorary
PhD by the Russian Academy of Science and an honorary doctoral degree by the Donezk National Technical
University, Ukraine. Prof. Resch is currently a guest professor at Tongji University, Shanghai, PRC.

Computer Simulationand Alon HPC

Traditionally HPC was used for computer simulations helping both science and industry to advance. Most recently,
Al has become dominant in the HPC market. While some believe that Al may replace traditional computer
simulation we think that Al and computer simulation will co-exist. This talk will show some ideas of how Al and CS
can be combined. We will also show how an HPC center like HLRS can react to this development.

Dr. Jian Wang was the chief technology officer of Alibaba Group, and is the founder of Alibaba Cloud, which is a
major public cloud provider globally and ranks as first in Asia. He was also the chief architect of Apsara, the
computing foundation of Alibaba Cloud, and took the lead in proposing the industrial model of using computing as
a public service. In 2016, Dr. Wang pioneered and led the nonprofit City Brain initiative to develop a new digital
infrastructure for sustainable “smart” cities as his personal effort and was the architect of Hangzhou City Brain. He
founded the Yungi Academy of Engineering, a private nonprofit research institute with a focus on scientific research
for City Brain, and the Yungi Science and Technology Innovation Foundation, a philanthropic private foundation
that operates the 2050 museum which is open to public for free. The foundation envisions the future through
technology innovation and organizes the 2050 event every year in April, promoting the vision of science and
technology bringing people together. He is a member of the Chinese Academy of Engineering and lives in
Hangzhou, China.

Computing, Al and 3-Body computing constellation: endless frontiers and exploration

DK Panda is a Professor and University Distinguished Scholar of Computer Science and Engineering at the Ohio
State University. He is serving as the Director of the ICICLE NSF-Al Institute (https://icicle.ai). He has published
over 500 papers. The MVAPICH MPI libraries, designed and developed by his research group
(http://mvapich.cse.ohio-state.edu), are currently being used by more than 3,400 organizations worldwide (in 92
countries). More than 1.9 million downloads of this software have taken place from the project's site. This software
is empowering many clusters in the TOP500 list. High-performance and scalable solutions for Deep Learning
frameworks and Machine Learning applications from his group are available from https://hidl.cse.ohio-state.edu.
Similarly, scalable, and high-performance solutions for Big Data and Data science frameworks are available from
https://hibd.cse.ohio-state.edu. Prof. Panda is a Fellow of ACM and IEEE. He is a recipient of the 2022 IEEE Charles
Babbage Award and the 2024 IEEE TCPP Outstanding Service and Contributions Award. More details about Prof.
Panda are available at http://www.cse.ohio-state.edu/~panda.

Co-Designing Intelligent Cyberinfrastructure for Computing Continuum: Overview of the Activities at the NSF-Al
Institute ICICLE

Artificial intelligence (Al) is transforming every sector of society. However, there is a massive and ever-growing gap
between available Al techniques and their availability to end users across a range of application domains. Existing
Al applications are being developed in an ad-hoc manner, lacking coherent, standardized, modular, and reusable
infrastructure. This talk will start with an overview of the ICICLE (Intelligent CyberInfrastructure (Cl) with
Computational Learning in the Environment), an NSF-Al Institute, to address these challenges. We will
demonstrate how ICICLE seeks to be the first and foremost edge-to-center Al-as-a-service enterprise for the
emerging computing continuum, advancing foundational Al research by fostering next-gen Cl for Al to support the
wholesome democratization of Al through responsible plug-and-play, and extending the usability and usefulness
of Al to the wider population. An overview of the co-designing activities at the institute spanning multiple
directions, Cl (high performance computing, networking), Al (statistical machine learning, computer vision,
knowledge graphs, model commons and conversational Al), data privacy and trust, visualization, and three leading
use-inspired sciences (Animal Ecology, Digital Agriculture, and Smart Foodsheds) will be highlighted. Overall, the
talk will demonstrate the feasibility of co-designing intelligent Cl for Al which can be easily adapted to various parts
of the computing continuum and serve multiple use-inspired domains.

Dr Sumei Sun is the Executive Director of Institute for Infocomm Research (I12R), A*STAR, Singapore. A*STAR I2R
focuses on multi-disciplinary digital technologies research including artificial intelligence (Al), communications
and connectivity, and cyber security. Sumei’ s current research interests include next-generation wireless
communications, integrated sensing-communications-computing-control, applied Al, and industrial internet of
things. She’ s a Fellow of the Academy of Engineering Singapore (SAEng) and Fellow of the IEEE. She’ s recipient of
the IEEE ComSoc Donald W. McLellan Meritorious Service Award 2024, IEEE ComSoc Inaugural Asia Pacific Women
in Communications Engineering Outstanding Achievement Award (2024), 2023 IEEE VTS Women’ s Distinguished
Career Award, and Singapore National Day 2022 Public Administration Medal (Bronze). She’ s an elected Board of
Governors member of the IEEE Vehicular Technology Society, and Chair of Fellow Evaluation Committee of IEEE
ComSoc. She holds a joint appointment with the Singapore Institute of Technology, and an adjunct appointment
with the National University of Singapore, both as a full professor.

Pushing Al from Research to Application and Impact

In 2023, the Singapore National Al Strategy 2.0 (NAIS 2.0) was launched for Singapore to achieve the twin goals of
excellence and empowerment for Al for the Public Good, for Singapore and the World. As a national research
institute focusing on multi-disciplinary digital technologies research, A*STAR Institute for Infocomm Research (I°R)
has been working with eco-system partners and developing frontier Al technologies and solutions to support the
digital transformation in key sectors. In this talk, we will share our endeavour in this pursuit, and report some of our
latest results in multimodal foundation models and the applications in digital services, aerospace and aviation,
and next-generation land transportation. We will also discuss challenges and efforts in Al model compression and
tiny-Al development.

Dr. Yutong Lu now holds an appointment as Professor in the Department of Computer Science and Engineering at
Sun Yat-Sun University, China. She also severs as the Director of National supercomputing center in both
Guangzhou and Shenzhen. Professor Lu specializes in high performance computing, mainly including the design
and application of advanced computer architectures, programming methods, and parallel computing
environments. Her extensive research and development experience has spanned several generations of domestic
supercomputers in China. She played a key role as the deputy chief designer of the Tianhe 2 supercomputer, which
achieved the remarkable distinction of ranking No.1 in the world on the Top500 list for six consecutive times.
Throughout her career, she has been dedicated to bridging the gap between computing and various scientific
disciplines. Her efforts have facilitated significant breakthroughs in climate modeling, bioinformatics, and
materials science, among other fields. Her work has not only enhanced the performance and efficiency of
supercomputers but has also made these powerful tools more accessible to a broader range of researchers and
industry users.  Professor Lu has been recognized as ISC Fellow and CCF Fellow. She is a member of the Expert
Committee of China’ s National Key R&D Program. She has won several national awards for science and technology
advancement, and is leading a number of research projects under the support of the Ministry of Science and
Technology, the National Natural Science Foundation. Prof. Lu’ s ongoing research interests are focused on the
cutting-edge next-generation architectures, as well as the convergence of advanced Al and HPC systems and
applications.
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Chen Wenguang is a Wang Jianzhu Chair Professor at the Department of Computer Science, Tsinghua University, a
researcher at Pengcheng Laboratory, and Director of the Intelligent Computing Department. His main research
areas include large-scale distributed computing systems, such as graph computing systems, big data processing
systems, and large model training systems.

Eig, FERFRRL, T REERE, T REATERSNSBASLBRRBEREK
Academician of the Chinese Academy of Sciences, Member of the Standing Committee of the CPC Guangdong
Provincial Committee, Chairman of Guangdong Artificial Intelligence and Robotics Industry Alliance.

Zhao Houlin, born in 1950 in Gaoyou, Jiangsu Province, graduated from Nanjing University of Posts and
Telecommunications in 1975, received a Master's degree in telecommunications from the University of Essex, U.K.
in 1985. The University of Essex awarded him “Honorary Degree of Doctor of the University “in July 2024.

From 1979 to 1980, he was one of the first group visiting scholars to study in Switzerland, sent by China Education
Ministry. In 2019, he was named on the list of “BRE;EJI70FET0AN” by CCG (£ERLE ).

He is an adjunct professor in Zhejiang University, Fudan University, HIT, and BJUPT, NJUPT,CQUPT and XAUPT, and
doctoral supervisorin Zhejiang University, BJUPT,and NJUPT.

From 1975 to 1986, Zhao worked in the design Institute of the former Ministry of Posts and Telecommunications. In
1986. From 1986 t0 2022, he worked in International Telecommunication Union (ITU) where he was elected six times
on three leading posts by ITU Plenipotentiary, including Director of the Telecommunication Standardization
Bureau (TSB) from 1999 to 2006, Deputy Secretary-General from 2007 to 2014, Secretary-General from 2015 to 2022.
In 2023, he was appointed honorary chairman of the “China Institute of Communications”. In 2025, he was
appointed by Beijing City honorary chairman of “Global Digital Economy Cities Alliance (DEC40)”.

Zhao received two awards from WIC (World Internet Conference) at Wuzhen, China: “10-Year Commemorative
Honour” in 2023, and “Distinguished Contribution Award” in 2024.
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Prof. Hongxia Yang, Associate Dean of Faculty of Computer and Mathematical Sciences & Professor at PolyU, PhD
from Duke University, has published over 150 top conference and journal papers, and held more than 50 patents.
She has been awarded the highest prize of the 2019 World Artificial Intelligence Conference, Super Al Leader (SAIL
Award), the second prize of the 2020 National Science and Technology Progress Award, the first prize of Science and
Technology Progress of the Chinese Institute of Electronics in 2021, the Forbes China Top 50 Women in Science and
Technology and Ministry of Education Science and Technology Progress Award First Class in 2022, Al 2000 Most
Influential Scholar Award since 2023 and Top World 50 Women in Al in 2025. She used to work as the ByteDance US
LLM Head, Al Scientist and Director in Alibaba Group, Principal Data Scientist at Yahoo! Inc and Research Staff
Member at IBM T.J. Watson Research Center, joint adjunct professor at Zhejiang University Shanghai Advanced
Research Institute respectively. She founded the foundation model teams at both Alibaba and ByteDance and is a
pioneerin the field of Generative Al.

Co-GenAl: ANovel Fusion-Driven Platform

We introduce a groundbreaking platform designed to make Al development more accessible and efficient. At its core
is Domain-Adaptive Continual Pretraining (DACP), a pioneering system that enhances Large Language Models by
continuously pretraining them on domain-specific unlabeled data, allowing for effective specialization in
enterprise and scientific domains often underrepresented in general web data. DACP consistently outperforms
existing open-source models and mainstream language models like ChatGPT in specific domains, all while
minimizing GPU costs. Complementing this is the Advanced Model Fusion Infrastructure, which utilizes a "Model
over Models" (MoM) framework to integrate top-performing domain-specific models, irrespective of their
pretraining structures. This innovative approach enables the creation of foundation models by fusing existing
models, drastically reducing computational requirements compared to traditional methods—requiring only 160
GPU hours to merge four top models, as opposed to 1-1.6 million GPU hours needed to train foundation models from
scratch. The platform's Resource-Efficient Architecture further democratizes Al development by facilitating the
effective use of distributed, entry-level GPU resources. By leveraging distributed high-performance computing
centers equipped with diverse computing accelerators, the platform efficiently trains foundation models through
the fusion of smaller language models (SLMs), offering a viable alternative to training large foundation models from
scratch. This approach reduces dependency on massive centralized computational resources, fostering greater
innovation and diversity in the field.

Qian Ling, Ph.D., Senior Engineer, Chief Expert of China Mobile Group, Deputy Chief Engineer of China Mobile
Suzhou R&D Center/Cloud Capability Center, Chief Scientist, National-level Master Artisans in the communications
industry, and recipient of special allowances from the State Council. He is a member of the Chinese Institute of
Electronics and the China Institute of Communications, a senior member of the Chinese Computer Society, and an
expert in the Academy of Sciences, the Academy of Engineering, the Ministry of Industry and Information
Technology, ITSS, etc. Recently, 0-1 technical research and transformation have been carried outin many fields such
as cloud computing, big data, computility networks, quantum computing, and optical computing. He has published
many books in this field, published more than 20 papers including the Nature sub-journal, and obtained more than
60 authorized patents and several overseas PCT patents.

Lessons learned in building an GUI-base Al agent

At present, on the one hand, the intelligence level of LLM continues to improve, but on the other hand, practical
applications have not been widely developed. At present, the main business model is Token service, and most of the
upper-levelintelligent applications are still traditional services such as chatbots and search engines, whether there
are difficulties in the transformation of traditional applications, or the shortcomings of the large model itself, this
paper presents the actual needs of enterprise intelligent applications for large model training and inference
through a GUIl-based agent research and development case.

TAN Kun is now Chief Expert in Central Software Institute, Huawei. He is Huawei Scientist. His team develops
cutting-edge Al frameworks, agentic Al systems, cloud native and serverless, and communication technology for
scale-up and scale-out networks for many Huawei products. Before joined Huawei, he was Research Manager and
Senior Researcher of Wireless and Networking Group, Microsoft Research Asia. He won USENIX NSDI Best Paper
Award in 2009, USENIX Test-of-Time Award in 2019, and State Technological Invention Award (Second Class) in 2023.

Optimizinginference engine for large MoE language models: experience and lessons

In this talk, we will introduce our experience and lessons during building a LLM inference engine, named JiuSi, for
Ascend NPU cluster. Specifically, we optimize our inference engine based on DeepSeek R1 model. DeepSeek R1 is
one latest open source model that has 671B parameters and massive mixture of experts. We employ this massive
expert-parallelism to implement a high-throughput and low latency DeepSeek R1 inference model based on JiuSi.
We will discuss several key techniques to optimize the inference engine, including adaptive Prefill and Decode
separation, distributed KV cache with shared memory, and dynamic load balancing among experts. We show that
ourimplementation delivers the state-of-the-art performance on Ascend hardware. Lastly, we also highlight several
open challengesin realdeploymentin alarge cloud.

Dr. Yaodong Yang is an Assistant Professor at the Institute for Artificial Intelligence, Peking University. His research
focuses on interactive learning and alignment for intelligent agents, spanning the fields of reinforcement learning,
Al alignment, and embodied intelligence. He has published over 100 papers in top-tier Al conferences and journals,
with more than 10,000 citations on Google Scholar. His honors include the ACL 2025 Best Paper Award, ICCV 2023
Best Paper Award Finalist, and CoRL 2020 Best System Paper Award. He led a Chinese research team to develop a
multi-agent reinforcement learning algorithm that was the first from the community to be published in Nature
Machine Intelligence. His large model for carbon materials, Carbon Copilot, was published in Matter, a sub-journal
of Cell. He currently serves as Area Chair for ICML, ICLR, NeurlIPS, AAAIL, IJCAI, AAMAS, and IROS, and as an Associate
Editor for Scientific Reports and Neural Networks.

Intrinsic Mechanisms and Methods of Deceptive Alignment

Deceptive Alignment refers to a phenomenon in which, once a model possesses a certain degree of self-
representation and environmental awareness, it deliberately hides its true intentions to achieve external goals or
circumvent constraints. The model outwardly produces behaviors that appear to meet alignment requirements, but
in its latent reasoning or uncontrolled scenarios, it executes misaligned behaviors. Its intrinsic mechanisms can be
summarized in three key components:1. Environment Recognition: The model determines whether it is under
supervision or evaluation based on input patterns, contextual cues, and other features.2. Strategic Output: When
supervised, it generates compliant appearances; in “safe” contexts, it reverts to its true policy.3. Motivational Drive:
It optimizes for long-term rewards or built-in objectives rather than immediate human preferences.
Countermeasures need to address both the training and deployment stages. During training, techniques such as
adversarial evaluation, sandbag testing, and process supervision (e.g., Chain-of-Thought monitoring) can be
introduced to force the model to maintain consistency across diverse domains and states. During deployment, self-
monitoring modules can be used to analyze reasoning chains, tool calls, and behavioral consistency in real time,
combined with safe completion and routing strategies.
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Youyou Lu is an associate professor in the Department of Computer Science and Technology at Tsinghua University.
His current research focuses on storage systems and machine learning systems, with dozens of publications in top-
tier conferences such as FAST, SOSP, OSDI, and USENIX ATC. His work has been recognized with multiple awards,
including the Best Paper Award at NVMSA 2014, the Best Paper Runner-up at MSST 2015, the Research Highlight
Award at SIGMOD 2023,and the Research Highlight in Communications of the ACM 2025. He leads the SuperFS file
system project, which is deployed in Pengcheng Cloudbrain Il and ranked first in the 10500 list since 2023.
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Researcher and Doctoral Supervisor at the High-Performance Cloud Computing Institute of Peng Cheng Laboratory,
focusing on distributed intelligent computing and system platforms. Published over 80 papers in top-tier
international conferences and journals in software engineering, serves as Chair of the Intelligent Computing Center
and Intelligent Computing Network Standard Working Group of the New Generation Artificial Intelligence Industry
Technology Innovation Strategic Alliance (AITISA), and Chair of the IEEE P3404 Standard Working Group. Led the
planning and formulation of a series of standards for Al computing centers and computing power networks.
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Hai Jin is a Chair Professor of computer science and engineering at Huazhong University of Science and Technology
(HUST) in China. Jin received his PhD in computer engineering from HUST in 1994. In 1996, he was awarded a German
Academic Exchange Service fellowship to visit the Technical University of Chemnitz in Germany. Jin worked at The
University of Hong Kong between 1998 and 2000, and as a visiting scholar at the University of Southern California
between 1999 and 2000. He was awarded Excellent Youth Award from the National Science Foundation of China in
2001. Jinisa Fellow of IEEE, Fellow of CCF, and a life member of the ACM. He has co-authored more than 20 books
and published over 900 research papers. His research interests include computer architecture, parallel and
distributed computing, big data processing, data storage, and system security.
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Kenli Li is currently a Cheung Kong Scholar Chair Professor and the Vice-President of the Hunan University and the
Director of National Supercomputing Center in Changsha. He is also the principle investigator (Pl) of the Creative
Research Groups Program and the Distinguished Youth Science Fund of the National Natural Science Foundation of
China. Professor Li is a CCF Fellow and is also supported by the Program for the “Ten-thousand Talents”.Professor
Li’ s research interests mainly include high-performance computing scheduling and applications, as the PI, he has
been responsible for eighteen research projects including the National Key R&D Project and major projects under
the National Science and Technology Innovation 2030 Initiative. He was selected for the National Innovation and
Excellence Award. As the first-completer, he has won the second-class Award of National Science and Technology
Progress (twice), one China Patent Gold Award, and four first-class awards of science and technology from
provincial or ministerial departments or academic societies.

HE, B, RAERAZITENZRBR B LESH2023FE NEERAEEERZESHEY, PARRERKATENRMEFT S
HRAL, i ENNEN D HER RS FIHSIGCOMMNSDI.OSDI.FAST.SIGMOD.PPoPP. Eurosys% & MNREZE R =i A0
ZEFHAT ERBAMELRIEXI00RE I F—REIER LWL R HLUREES IR ORNBEEIRER, %1HEE B T AR~
HHERSERIZRME NN, TS RINFRME R ERGNOAMEHITINE, BEOpenNetLabE FRMAERIRMLEERE.
Chen Tian, is currently a professorand doctoral supervisor at the School of Computer Science, Nanjing University. In
2023, he was selected for the National Science Fund for Distinguished Young Scholars. His research expertise lies in
computer networks and distributed systems. He has published more than 100 papers in top academic conferences
and renowned international journals in the fields of computer networks and distributed systems, such as SIGCOMM,
NSDI, OSDI, FAST, SIGMOD, PPoPP, and Eurosys. He proposed a congestion management concept centered on traffic
control for next-generation data center networks, designed a stateful programmable network tester with
independent intellectual property rights, led the realization of large-scale parallel acceleration of open-source
network simulation software, and served as the rotating chairman of the OpenNetLab international network
testbed.
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Research on Programmable Network Analysis Techniques for Congestion Control Testing
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The digital twin of a network is a digital replica of a physical network. It collects data from the physical
network—such as data packets, configuration information, and node states—into a data warehouse through real-
time or non-real-time data acquisition methods. This provides data support for the analysis, diagnosis, simulation,
and decision-making across the entire lifecycle of the physical network, leveraging technologies like artificial
intelligence, expert knowledge, and big data analytics.Al computing centers serve as the computational
infrastructure supporting large-scale Al models, wherein congestion control is a key technology ensuring efficient
and stable network operation. Network testers designed for congestion control are essential tools for validating
algorithm design, parameter tuning, and deployment correctness under complex congestion scenarios. Existing
network testing technologies fall short in simultaneously meeting the demands for high throughput, high
concurrency, programmability, statefulness, high flux, and high accuracy, representing a major technical
bottleneck in the development of Al computing centers.This report presents our team’ s preliminary research on
programmable high-speed network analysis technologies targeting complex congestion control scenarios.
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Dezun Dong, a Distinguished Member of the China Computer Federation (CCF), Standing Committee Member of the
Computer Architecture Special Committee, and Standing Committee Member of the Distributed Computing and
Systems Special Committee, is a Research Professor and Doctoral Supervisor at the College of Computer Science,
National University of Defense Technology. He has been recognized as a Changjiang Scholar by the Ministry of
Education, a recipient of the National Excellent Doctoral Dissertation Award, an Outstanding Young Scholar of the
National Defense Science and Technology, and an Outstanding Young Scholar of Hunan Province. His research
focuses on computer architecture, high-performance and intelligent computing, as well as parallel and distributed
systems. He has long been involved in the development of domestic high-performance computer systems and has
received numerous awards, including the Special Prize for Teaching Achievements of Hunan Province, the First Prize
for Advances in Military Science and Technology, the First Prize for Natural Sciences of Hunan Province, and the
Second Prize for Natural Sciences from both the China Institute of Electronics and the China Computer Federation
(CCF). He has published over 80 papersininternational journals recommended as Category A/B by CCF. Additionally,
he serves as an editorial board member for journals such as Fundamental Research, Journal of National University
of Defense Technology, and Computer Engineering & Science.
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High-Performance Interconnects Scalability Design for High-Performance and Al Computing
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Interconnect communication is one of the key factors determining the scalability of supercomputing and intelligent
computing systems. To enhance the scalability of high-performance interconnect systems, it is essential to explore
approaches across different layers and dimensions. This includes optimizing within-chip interconnect micro-
architecture for high bandwidth, low latency, and low overhead; pursuing end-to-end, full-protocol-stack
optimizations between chips in areas such as topology, routing, flow control, and communication libraries; and
conducting system-level, application-driven co-optimization of algorithms, computation, and communication.
Additionally, tools for design verification of ultra-large-scale interconnect systems are critical. This presentation
will share some of the research group’ s recent achievements in this field.
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Qing Guo,Senior Engineer, is recognized as a Young Backbone Talent in Beijing. With long-term dedication to the
research, development, and industrialization of technologies related to distributed computing, big data processing
and analysis, and intelligent computing power networks, he has been granted over 20 invention patents and
published three books. In recent years, he has led or served as a core member in multiple ministerial and provincial-
level research projects, and has overseen the architecture design and construction of several large-scale
engineering projects. He possesses extensive experience in both scientific research technological innovation and
engineering application implementation.

BIGBEERWN EHENESLE
Building a High-Performance Computing Internet to Promote the Development of the Computing Ecosystem
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The High-Performance Computing Internet integrates numerous computing centers across the country via
computing network, establishing a unified computing service platform. This initiative aims to coordinate the
scheduling of computing resources, lower the barrier to application access, and drive computing technology to
higher levels of development. Based on the construction practice of the High-Performance Computing Internet, this
report explores both technical and operational dimensions. Technically, it elaborates on advancements and
engineering implementations in areas such as heterogeneous computing integration, cross-domain resource
scheduling, and application service encapsulation. Operationally, it proposes reinventing the computing operation
model with an internet-thinking approach, fostering an open and shared computing ecosystem through innovative
mechanisms like an e-commerce-style application marketplace and developer communities. The report
demonstrates the implementation results of the High-Performance Computing Internet in typical fields, highlights
its critical role in promoting universal access to computing resources and accelerating industrial digital
transformation, and provides innovative ideas and practical references for the sustainable development of
computing power networks and the computing ecosystem.
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Dr. Yu Wang is currently a professor at Peng Cheng Laboratory. He received his Bachelor's degree in Radio and
Communication Engineering Department from Sichuan University, followed by a Master's degree from KU Leuven in
Belgium and a Ph.D. from the Technical University of Munich (TUM) in Germany. He has working experience at
several leading research institutions in Europe, including the Institute of Bioinformatics and Systems Biology
(MIPS), Helmholtz Zentrum Miinchen, Technical University of Munich, and Leibniz Supercomputing Centre. His
research mainly focuses on two areas: (1) foundation models in life science; and (2) explainable artificial
intelligence(xAl), with special emphasis on model interpretability, algorithmic fairness, and robustness in Al-driven
life science applications.
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Life science computing on Chinese National Computing Network: current status and future challenges
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Driven by explosive growth in high-throughput multi-omics technologies, life science research has shifted from
hypothesis-driven to data-driven paradigms. Genomic, transcriptomic, proteomic and metabolomic data sets are
now produced at petabyte scale, demanding high-performance, federated and Al-empowered computing
resources. In China, these workloads have rapidly become a major use-case on the newly established China
National Computing Network (CNCN), a nationwide heterogeneous infrastructure interconnecting supercomputing
centers, cloud facilities and edge clusters. Here we review the current deployment of bioinformatics pipelines,
containerized workflow managers, GPU-accelerated deep-learning frameworks and privacy-preserving federated
learning protocols across CNCN. We further identify key challenges: (i) cross-domain data standardization and
metadata harmonization, (ii) mixed-precision computing in multi-omics data analysis, (iii) scalable security models
for cross-institutional data sharing, and (iv) sustainable software ecosystems that integrate continuous
benchmarking and FAIR data principles. Addressing these challenges will determine how effectively CNCN can
support the next decade of precision medicine and synthetic biology initiativesin China.
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Dr. Yan jia is a Research Professor at the National University of Defense Technology (NUDT). She is Principal
Investigator of national key R&D projects, Chief Scientist of the National Engineering Research Center for Industrial
Control-System Information Security, and Vice President of the Chinese Information Processing Society of China.
Her research focuses on applying Al and big-data analytics to cybersecurity. She has led more than twenty national
major/key projects, received five Second-Class National Science and Technology Progress Awards, published
over320 SCI/El-indexed papers, authored eight monographs, and holds more than 120 invention patents. She is a
founderand leading organizer of international forums such as FFD and conferences including IEEE DSC and CSE.
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Li Anmin, male, born in December 1969, is a member of the Communist Party of China. He holds a doctoral degree
and is a senior engineer at the professorial level. He is an expert enjoying the special allowance from the State
Council and a fellow of the China Institute of Communications. At present, he serves as the Executive Deputy
Director of the National Engineering Research Center for Cloud and Network Infrastructure Security and the Deputy
Director of the China Telecom Research Institute. He has previously served as the Director of the Shanghai Research
Institute of China Telecom, and the General Manager of the Information Security Department and the Innovation
Business Division of China Telecom.As a principal contributor, he participated in projects that won one first prize
and two second prizes at the national level for management innovation, one first prize and five second prizes in
provincial and ministerial-level scientific and technological progress awards. He has published more than 20 papers
in domestic and international core academic journals and authored five academic works.He has taken the lead in
organizing over a dozen major national and provincial-level scientific research projects and key product
development projects. He led the successful bid for the National Engineering Research Center for Cloud and
Network Infrastructure Security to be located within China Telecom. He was comprehensively responsible for the
information security management of China Telecom and was honored with the First National Outstanding Talent
Award for Network Information Security.
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Innovations and Practices of Integrated Security in Computing Power Networks
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With the advent of the intelligent computing era, computing power security is facing brand-new challenges. In line
with the national strategic layout of building an integrated computing power network and promoting data
interconnection and interoperability, China Telecom, based on the "Xirang" platform, has been actively exploring
innovative practices of trusted intelligent computing. By building an integrated security protection system covering
the entire life cycle of computing power infrastructure, platforms, data and applications, the trustworthiness,
controllability and efficient flow of computing power resources can be ensured. This sharing session will delve
deeply into the key innovations and breakthroughs in practice, and explore how they can coordinate cybersecurity,
data security, and Al security to jointly build a solid computing power security foundation for the digital economy
and safeguard the development of new quality productivity.
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Duxuetao is an expert with State Council special allowance for her outstanding contributions.Engaged in long-term
research on network and information security technology, leading a team to complete more than 60 projects
including China Mobile's National 863 Program, National Major Science and Technology Special Projects, as well as
China Mobile Communications Group's major key research and development projects and engineering consulting
projects. As the main undertaker of China Mobile's network security research and development projects.
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Development and Application of Cyber Ranges for Computing Force Network Security
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Computing force networks are facing security challenges arising from new characteristics such as ubiquitous
access, heterogeneous scheduling, decoupling of storage and computing, and quality-of-service assurance. Cyber
ranges, as a novel type of cybersecurity infrastructure, are designed for research, evaluation, and analysis in
cyberspace security. By deep integration of computing force networks and cyber ranges, we can construct a
dedicated computing force network cyber range, and systematically address these security challenges. Leveraging
the flexible and configurable simulation capabilities of cyber ranges can fulfill unique demands across massive
application scenarios, fully realizing their value as security infrastructure and paving the way for the future secure
development of computing force networks.

g, B 5, AREASRIEN, BERNELIMALT ZFHHMENEE, FERBENKZEEERELTR, KBHARR T —REBMNH
REELE, LREFBAF RO BB EREBEF S CIOBNINEERRER, EEBENERAZREER, PEERE
RENIh MR RS 5 TEA (CCSA TC3 WG5) BIA K, TISERIMT-2030## AH T MAEHR R FAAK, PEITEN
F2(CCH AR BEERATEZSATER (ERBERAVPHEZ . GZARTEREFIBREL —FL, R KW
RS WMSTHRRERR, TE T WK AIPEIEERE.SDN/NFV. F—RERERNS B HNEE,

Cao Chang, Postdoctoral Fellow, Director of the Next-Generation Internet Research Department at China Unicom
Research Institute, and Adjunct Professor at Beijing University of Posts and Telecommunications. He currently
serves as a member of the Computing Power Network Committee and the Information and Communication Network
Technology Committee of the China Institute of Communications (CIC), Deputy Leader of the Network Routing and
Transmission Protocol Working Group (CCSA TC3 WG5) of the China Communications Standards Association, Leader
of the Computing Power Network Research Subgroup of the IMT-2030 Promotion Group under the Ministry of
Industry and Information Technology. He has won the First Prize of Science and Technology Progress of the China
Institute of Communications, the Leading Achievement Award of the World Internet Conference, and other honors
for multiple times. His main professional fields include IP data communication, SDN/NFV, next-generation Internet,
and computing power network.
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Thoughts and Practices on AINet of China Unicom
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It elaborates in detail on the main forms of intelligent computing services carried out by operators in wide area
networks, such as data express, storage-computing separation, collaborative training, and Al inference.
Additionally, combined with the development trends of the Al and intelligent computing industries and
technologies, it looks forward to the main service forms and key capabilities that wide area networks will carry in
the future.
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FARIEXBORE, RIEFERIZFIZR20IT, REZ(EMNOM,  Wang Jigang, Ph.D., researcher, expert in the "14th Five
Year Plan" National Key R&D Program Guidelines of the Ministry of Science and Technology, and expert in the High
Quality Special Overall Group of the Ministry of Industry and Information Technology. Vice President and General
Manager of Security Products at ZTE Corporation. Engaged in long-term technical research and product
developmentin the fields of operating systems, network security, and artificial intelligence. In recent years, we have
received more than 10 provincial and ministerial level awards, published over 30 academic papers, obtained 20
domestic and foreign patent authorizations, and 9 software copyrights.
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Endogenous Security Architecture and Key Technologies for Computing Power Networks
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As computing power networks become the core infrastructure for national digital development, the security threats
they face are becoming increasingly complex and global. Traditional external security mechanisms are difficult to
cope with the new risks brought by cross domain attack chains and dynamic resource scheduling. This report
proposes an endogenous security architecture for computing power networks, which constructs an integrated
computing network security system with "intelligent defense and active immunity" through unified identity
authentication, elastic ubiquitous security boundaries, atomic capability orchestration and scheduling, and Al
oriented security.
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Pan Zhuting, Vice President and Chief Strategy Officer of Venusense Group. Council Member of the China Computer
Federation (CCF), Standing Committee Member of the CCF Computer Security Technical Committee, and Standing
Committee Member of the CCF Big Data Expert Committee.
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Reflections on the Third Paradigm of Computing-Network Security
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Facing the goals and requirements of "Five-Dimensional Security" (all customers, all networks, all data, all
processes, all scenarios), this report focuses on the critical aspect of computing-network security. Starting from the
relatively underdeveloped third paradigm in the current "full-paradigm" capability framework, it explores the
impact and insights of third-paradigm parallel simulation technology on the holistic security defense system.
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Wei Liang is currently the Deputy Director of the China Academy of Information and Communications Technology, a
senior engineer, a national advanced worker, and enjoys the special government allowance of the State Council. He
has long been engaged in research on network and information security, covering research directions such as
network security, information security, critical communication, security of the integration of informatization and
industrialization, and data security. He is responsible for the scientific research layout, discipline construction, and
talent cultivation in the fields of network security technology, industry, policy, and international governance of
cyberspace. He has led the research of many major scientific research projects, including the National Science and
Technology Major Project 03 Special Project, the National Key Research and Development Program of Cyberspace
Security Special Project, the National Information Security Special Project, and the Special Project of Industrial
Internet Innovation and Development Engineering. He has won many national and provincial-level awards and his
related achievements have been widely applied inindustrial development.
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The Development and Security Trends of the Computing Power Internet
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In recent years, breakthroughs have been made in large-scale artificial intelligence model technology, and the
demand for artificial intelligence reasoning will expand significantly. Users need to access high-quality and efficient
artificial intelligence models, as well as on-demand, low-cost computing power resources and secure computing
power services anytime, anywhere. Globally, research on various computing power interconnection technologies
such as computing power networks, computing power grid connection, and distributed computing networks is
being carried out. Through the computing power internet, computing resources can be optimally allocated, service
efficiency can be improved, and the real-time invocation requirements of tasks such as artificial intelligence and
scientific computing can be met. This has become the core of the development of the computing power industry.
This report will include three parts: the first is to analyze the latest demands and development trends of artificial
intelligence for computing power; the second is to introduce the latest progress in the technical exploration and
industrial practice of the computing power internet; the third is to discuss the connotation, risks, and
countermeasures of computing power security.
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Al-Native Security: Safeguarding Long-Term Stability and Resilience of Compute Networks
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The advent of large models has driven explosive growth in Al compute power, accelerated upgrades of the compute
network architecture, but has also introduced new security risks. Huawei Cloud Al-native security has reshaped the
cloud-native security system. It introduced an integrated, in-depth, and collaborative defense system for networks,
identities, and resources anchored in Zero Trust principles. This approach ensures the continuous, secure, and
stable operation of the cloud infrastructure, protects privacy and compliance during compute power transfers, and
secures the entire Al lifecycle, thereby safeguarding the long-term stability of the compute network.




(CMWCNC

KU | e

=R
Elevator

Elevator

BB

Elevator

The World Computing - Power Network Conference 2025

I FHR

2025 REHMAS

TRE/TF

08:30-12:10
ARASERIE
OpeningPlenary & Main Forum

14:30-17:45

IIR1 KRB 4R 5 #E IR

Track #1: Large Language Model
Training and Inference

61%/6F

14:30-17:45

DIIEI BN E R LRRILIR
Track #3: Computing-power
Network and Security

3#%/3F

14:30-17:45

2IeIE2: B AN PRt BRiEIEIE
Track #2: Computing-power
Network and JointCloud
Computing




	页 1
	2.pdf
	页 1

	3.pdf
	页 1

	4.pdf
	页 1

	5.pdf
	页 1

	6.pdf
	页 1

	7.pdf
	页 1

	8.pdf
	页 1

	7.pdf
	页 1

	2.pdf
	页 1

	嘉宾信息
	页 1

	嘉宾信息
	页 1

	嘉宾信息
	页 1

	嘉宾信息
	页 1

	5.pdf
	页 1

	嘉宾信息
	页 1

	4.pdf
	页 1

	6.pdf
	页 1

	嘉宾信息
	页 1




